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1. Introduction

Maintenance strategies selection (MES) is crucial for efficient industrial asset and equipment management. 
These strategies determine how maintenance activities will be carried out, ensuring optimal operation and 
prolonging the useful life of the assets (Bevilacqua & Braglia, 2000). The use of artificial intelligence (AI), 
specifically bayesian networks (BN), has been investigated as a means of improving the selection process and 
providing a more accurate data-driven approach to maintenance decision making (Ierace & Cavalieri, 2008).

Advanced algorithms and machine learning techniques can be used to analyse large amounts of historical data 
in real-time to identify patterns and trends (Soori et al., 2023). The integration of AI enables the optimization 
of the MES process by providing a personalized and adaptive approach (Bashiri et al., 2011). Furthermore, it 
guarantees that these situations and their data are continuously analysed, adapting maintenance strategies to 
the specific requirements of each asset. This includes factors such as criticality, availability of spare parts, costs, 
and operational conditions (Perera et al., 2023).

The emergence of Industry 4.0 has led to the development of new maintenance strategies, including intelligent 
predictive maintenance (IPdM). Wang, (2014) defines IPdM as a maintenance strategy that uses AI and data 
mining techniques to make automatic and dynamic decisions based on continuous or discrete monitoring of 
machine conditions, equipment, and production processes.

Maintenance strategy selection using bayesian networks

Raúl Torres-Sainza* , Leonardo Sánchez-Aguileraa , Carlos Alberto Trinchet-Varelaa ,  
Lidia María Pérez-Vallejoa , Roberto Pérez-Rodrígueza 

aHolguín University, Holguín, Cuba

*rtorresspro@gmail.com

Abstract

Paper aims: The aim of this study is to develop a bayesian network model for selecting maintenance strategies.

Originality: This model evaluates the consequences and complexity of breakdowns, but also integrates the intelligent 
predictive maintenance policy, taking into account aspects such as available technology, diagnostic tools, staff training 
and the use of artificial intelligence, which can be applied at all levels.

Research method: A literature review was conducted to map the criteria used in the selection of maintenance strategies. 
The KANO model was then employed to select the criteria for the model, and a system of rules was established for the 
selection of maintenance strategies. The Monte Carlo method was used for the simulation of possible combinations in 
consideration of the rule system. Using this data, the bayesian network was learned, trained, and validated.

Main findings: The results show that the proposed model is highly reliable, with an accuracy of approximately 98%.

Implications for theory and practice: This study makes significant contributions to the field of maintenance by introducing 
a novel bayesian network model enriched with the Kano model. This comprehensive framework offers a practical approach 
for optimizing maintenance decisions by integrating both technical and perceptual aspects of maintenance.
Keywords
Maintenance management. Maintenance strategy selection. Bayesian networks.

How to cite this article: Torres-Sainz, R., Sánchez-Aguilera, L., Trinchet-Varela, C. A., Pérez-Vallejo, L. M., & Pérez-
Rodríguez, R. (2024). Maintenance strategy selection using bayesian networks. Production, 34, e20240010. https://doi.
org/10.1590/0103-6513.20240010

Received: Jan. 27, 2024; Accepted: Oct. 27, 2024.

https://creativecommons.org/licenses/by/4.0/
https://orcid.org/0000-0003-0218-0407
https://orcid.org/0009-0007-9109-248X
https://orcid.org/0000-0001-5375-2968
https://orcid.org/0000-0001-8602-5898
https://orcid.org/0000-0001-5741-5168
https://doi.org/10.1590/0103-6513.20240010
https://doi.org/10.1590/0103-6513.20240010


Production, 34, e20240010, 2024 | DOI: 10.1590/0103-6513.20240010 2/18

AI can improve the accuracy of MES and contribute to anticipating and predicting failures, allowing for 
preventive measures to minimize unplanned downtime (Gursel et al., 2023). This is achieved through real-time 
data analysis and monitoring of key performance indicators, enabling the identification of anomalies and early 
warning of potential problems. Automated learning mechanisms continuously update predictions and patterns 
based on data acquired during operation and maintenance.

2. Theoretical background

Bertolini and Bevilacqua (2006) use a ‘Lexicographic Goal Programming’ (LGP) approach to determine 
the optimal maintenance strategies for critical centrifugal pumps in an oil refinery. The selection criteria link 
quantified risk-efficiency aspects, as used in the FMECA methodology, by employing the classical parameters of 
occurrence, severity and detectability, which are evaluated using the hierarchical process analysis (AHP) technique.

Özcan et al. (2017) investigated maintenance strategy selection in the energy sector using the TOPSIS technique 
under nine evaluation criteria weighted by the AHP. The study found that refining inadequate maintenance 
strategies resulted in a 77% reduction in equipment downtime. Ge et al. (2017) propose a methodology for 
solving the optimal maintenance strategy selection problem. The methodology is based on logarithmic fuzzy 
preference programming (LFPP) integrated into AHP. To use qualitative and quantitative data, multiplicative 
constraints and variance variables are applied instead of additive constraints. Seiti & Hafezalkotob (2019) present 
a mathematical model for evaluating and selecting maintenance strategies in risk situations in a rolling mill. 
The model is based on fuzzy axiomatic design (FAD) and includes optimistic and pessimistic fuzzy scores for 
each assessment. This approach accounts for the inherent risks associated with fuzzy assessments. Lopez and 
Kolios (2022) implemented the criticality of FMEA to examine the severity and probability of the occurrence of 
identified modes. Maintenance strategies covering different failure modes are identified based on the criticality 
results. Nedzanani et al. (2022) employed a decision-making network (DMG) to choose maintenance strategies 
for a ferrochrome plant. They identified opportunities to use more aggressive maintenance strategies, enabling 
plant technicians to prioritize maintenance activities. Zwolińska & Wiercioch, (2022) proposed a model for 
determining the mean time to failure (MTTF) based on the expected value of the gamma distribution. They 
suggest a model for MES that considers the priority and risk of interrupting the flow of processed material in 
a series-parallel system.

Khanfri et al. (2023) proposed a hybrid multi-criteria decision-making approach that combines various 
techniques to improve the MES. The approach takes into account the strong correlation between failure modes 
and their effects on system performance.

Behnia et al. (2023) utilize a goal programming (GP) approach to determine the most cost-effective maintenance 
method for critical pumps in the paper industry. The FMEA criteria are used to evaluate the incidence, severity, 
and detection of each machine failure. Karar et al. (2023) propose a method for selecting asset maintenance 
in post-warranty states. The method is based on the risk reduction factor to evaluate the effectiveness of the 
maintenance task in reducing non-financial risk and the value-added indicator using AHP. This is important 
for equipment that may be fully or partially refurbished.

BNs have demonstrated positive outcomes in MES research. A BN is a type of tool used in maintenance 
engineering to analyse and predict the reliability of systems (Bai, 2023). It is a directed loop topology that 
represents the causal relationships between variables and their correlation using probabilities (Chen & Ge, 2023). 
BN are useful for fault diagnosis and reliability analysis. They can convert block diagrams or fault trees into 
graphical models that capture the interactions between system components (Davoudpour, 2019). Additionally, 
they can incorporate prior data and knowledge to improve the accuracy of reliability estimates.

Yazdi et al. (2022) have integrated Pythagorean fuzzy sets and BN to address objective and subjective 
uncertainties in decision-making processes. Dhouibi et al. (2023) have used the FMECA method, combined 
with the fault tree and BN, to identify failure modes, causes, and critical paths of system failure events. BNs 
have been utilized in the power sector to evaluate hydro turbine failures and establish preventative measures 
for hydroelectric power plant maintenance (Gökhan-Kahraman, 2022). Furthermore, they have been employed 
to optimize the upgrade strategy of power distribution systems, considering both economic benefits and power 
supply reliability (Lu et al., 2022).

Daya & Lazakis (2023) used as inputs to a BN the information from a fault tree and the risk priority number 
(RPN) from the FMECA to select the most appropriate strategy for an offshore turbine. Finally, it combines it 
with an influence diagram. This combination is beneficial because it incorporates the strengths of each method 
into the data processing. The above studies demonstrate the effectiveness of BN in selecting maintenance 
strategies for various industries and systems.
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A comprehensive analysis of the previously referenced sources identifies similarities, characteristics, and 
common limitations in the methods applied for the selection of maintenance strategies. 

2.1. Characteristics and similarities

This approach is based on the use of multi-criteria decision making techniques such as TOPSIS, AHP, LGP, 
ANP, GP and DMG, which allow the evaluation and weighting of different criteria in the selection of optimal 
maintenance strategies. The evaluation of maintenance equipment and systems is based on weighted criteria, 
efficiency, risk, and criticality considerations. The literature identifies corrective, preventive, and predictive 
maintenance as the predominant strategies. The use of AI tools, such as fuzzy logic, BN, and mathematical 
models, has the potential to significantly improve the accuracy and efficiency of the selection process.

2.2. Limitations

None of the previously reviewed research has comprehensively considered the implementation of a system that 
can be applied at different levels (machine, system, sub-system, or element). Additionally, none of the research has 
addressed the consequences of failures in conjunction with complexity, available technology, and personnel training. 
Furthermore, MPdI has not been included in the above approaches, and there is a lack of approaches using BN for MES.

Based on the above analysis, the aim of this study is to develop a bayesian network-based model for selecting 
maintenance strategies. The model will evaluate the implications and complexity of failures and integrate 
intelligent predictive maintenance strategies. This will consider aspects such as available technology, diagnostic 
tools, personnel training, and the use of artificial intelligence. The model will be applicable at all levels. The case 
studies for the application of the method were the equipment and machines of a thermoelectric power plant. 
The results demonstrate that the proposed model is highly accurate, flexible, and capable of inference.

3. Proposed method

The methodological approach proposed in this study combines a comprehensive literature review, expert 
surveys, advanced simulation techniques and AI tools. This multi-faceted methodology ensures that the developed 
BN model is grounded in both theoretical insights and practical expertise.

The process for building the BN model consists of seven steps, which are detailed below and shown in Figure 1.

Figure 1. Bayesian network construction process.
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 Step 1: Determination of criteria for MES

To determine the criteria for the model, a literature review was conducted using the databases SCOPUS, 
WoS, and Lens.org, applying the search equation “Maintenance strategy selection” OR “Maintenance policy 
selection” OR “Maintenance type selection” and filtering by title, abstract, or keywords, considering only article-
type documents.

 Step 2: Identification of experts

In this step, experts in the field of maintenance were identified, selecting those with experience and knowledge 
in maintenance strategy selection. Factors considered in selecting experts included years of experience in the 
maintenance field, academic degree, scientific publications in the maintenance area, and participation in events 
related to this field of knowledge.

 Step 3: Selection of criteria using the Kano model

Subsequently, the experts were surveyed to select the criteria to be used in the bayesian model. The Kano 
model, developed by Noriaki Kano in 1984, was employed as a theory to understand how different attributes 
(criteria) of a product or service (BN model) influence customer satisfaction and preferences (decision-makers 
and maintenance managers). This model classifies attributes into six categories: O: “Must-be,” A: “Unfamiliar 
or Attractive,” P: “Performance Needs,” I: “Indifferent,” R: “Reverse,” and Q: “Questionable.” By applying this 
model, criteria classified into O, A, and P were selected. Table 1 shows the meaning of the Kano model categories.

Table 1. Categories and meanings of the Kano model.

Category Explanation

Attractive Needs Seen as delighters, these are never expected but cause joy when they occur.

Must-be Needs These are the hard requirements. Your product will fail if these are not met, but won’t receive praise for including them.

Performance Needs The more of these, the better. The more of these needs that are met, the higher the overall satisfaction.

Indifferent Customers are indifferent to this attribute; the level of functionality does not affect satisfaction at all.

Reverse These can be seen as negative attributes, as they are disliked when they are present and are liked when they are excluded. 
When negative attributes occur, they can be fixed by swapping the functional and dysfunctional questions.

Questionable This category is for responses that don’t make logical sense. For example, consumers liking when an attribute is present 
and liking when it is excluded is not logically consistent.

3.1. Conducting a Kano model survey

For each of these attributes, a functional and a dysfunctional question was formulated. A functional question 
refers to customer perceptions when an attribute is included in a product, while a dysfunctional question refers 
to the scenario when an attribute is not included. The survey applied has the following format

3.2. Functional question

• How would you feel if [criteria] was included in [BN model for MES]?

1. Like it

2. Expect it

3. Indifferent

4. Tolerate it

5. Dislike
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3.3. Dysfunctional question

• How would you feel if [criteria] was not included in [BN model for MES]?

1. Like it

2. Expect it

3. Indifferent

4. Tolerate it

5. Dislike

By asking questions in this format, users’ perceptions of the inclusion versus exclusion of a criterion were 
compared. This comparison is facilitated by the matrix presented in Table 2.

Table 2. Kano matrix.

Kano matrix

Dysfunctional

Like it Expect it Indifferent Tolerate Dislike

5 4 3 2 1

Functional

Like it 5 Questionable Attractive Attractive Attractive Performance

Expect it 4 Reverse Questionable Indifferent Indifferent Must-be

Indifferent 3 Reverse Indifferent Indifferent Indifferent Must-be

Tolerate 2 Reverse Indifferent Indifferent Questionable Must-be

Dislike 1 Reverse Reverse Reverse Reverse Questionable

Through this approach, valuable information can be obtained about maintenance managers’ preferences 
and prioritize criteria for the bayesian model that increase overall efficiency.

 Step 4: Rule system design

Through a literature review and considering maintenance strategy theory, including its advantages and 
disadvantages, the authors, in consensus with the group of experts, designed a rule system for maintenance 
strategy selection, based on the criteria selected using the Kano model.

 Step 5: Data simulation using the Monte Carlo method

Data were simulated using the Monte Carlo method in Excel to handle the complexity of 12 evaluation 
criteria and 2 indices, each ranging from one to five. The simulation, which involved 1404 scenarios, ensured 
comprehensive coverage of potential maintenance situations by reflecting real industrial variability. An Excel 
database was created with columns for nodes and rows for node states, using the “RANDOM.BETWEEN” 
function for random value assignment and the “IF” function to apply the rule system. This setup automated 
the evaluation of maintenance strategies and calculated necessary coefficients.

 Step 6: Parameterization of numeric values

Parameterization transformed numeric variables into qualitative or categorical ones. Coefficients C-predictive, 
C-loss, C-failure, and C-corrective/preventive were converted into their respective scales, along with the 12 evaluated 
criteria. This process facilitated data interpretation by the model and provided a clear foundation for analysis.

 Step 7: BN construction

The parameterization results were exported to GeNIe, where the ‘Bayesian Search’ algorithm identified 
causal relationships between nodes and structured the network, with some relationships manually specified. 
The “Uniformize” learning parameter adjusted probabilities based on input data to enhance predictive capability. 
A K-fold cross-validation was used to evaluate predictive accuracy. The model was trained and tested on various 
subsets, and Receiver Operating Characteristic (ROC) curves were analyzed for performance assessment.
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To assess the sensitivity of the BN model to variations in key criteria, sensitivity analysis (SA) was performed 
using GeNIe software. This tool simulates scenarios and evaluates the impact of each variable. Maintenance strategy 
nodes, representing management decisions, were selected as targets. A tornado diagram was used to visualize 
and analyse the top 10 most sensitive variables for each maintenance strategy. This graphical representation 
identified the criteria with the most significant impact on the probability of selecting each strategy, providing 
crucial insights into the model’s robustness and the influence of expert opinion variability.

4. Results and discussion

4.1. Identification of criteria

The literature employs diverse criteria to address this issue, with over 100 criteria identified. One of the most 
common criteria is related to cost, with approximately 63% utilization, followed by criteria related to availability 
(26%) and reliability (23%). It is worth noting that many of the criteria are application-specific. The search 
strategy used is presented in Figure 2.

Figure 2. Filtering process.

4.2. Expert and criteria selection

The Kano model-based decision method was used to select criteria for the study. Surveys were administered 
to 19 maintenance management experts, who assessed 25 initial criteria considering limitations and restrictions 
identified in the existing scientific literature. As a result, 12 criteria were chosen as particularly relevant for 
maintenance strategy selection and were used in subsequent analysis.

Table 3 displays the ranking of these criteria as determined by the experts, along with the corresponding 
scales for characterizing O&M.

4.3. Establish a rule system for selecting strategies

The selection of the thresholds and criteria in the decision rules was grounded in extensive literature review 
and was validated by expert consensus to ensure their appropriateness for maintenance strategy selection. Below 
is the detailed explanation of the rules:

Corrective maintenance (CM) (Formula 1):

/:   3Rule <CORR PREVC   (1)

The threshold of 3 for the corrective/preventive maintenance index /CORR PREVC  is chosen based on studies 
showing that when the combined impact of losses and failures is relatively low, corrective maintenance is more viable 
and cost-effective. Bottani et al. (2014) and El-Hadidy & Elshenawy (2023) demonstrate that a lower ratio indicates 
scenarios where corrective actions outweigh preventive ones in terms of cost-effectiveness. This threshold was agreed 
upon by the experts, as it balances the cost implications and the practical feasibility of corrective maintenance.
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Preventive maintenance (PM) (Formula 2):

:  2.5  7  3Rule OR C≥ ≥PREDC   (2)

A predictive maintenance index PREDC  of 2.5 or higher or a significant lifetime loss due to disassembly (C7 ≥ 3) 
signals the need for preventive maintenance. The selected threshold aligns with the findings of Misaii et al. (2022) 
and Miao et al. (2024)these fibers were incorporated into the polymer cement mortar (PCM who emphasize the 
importance of preventive actions when the risk of significant equipment degradation or failure is high. The threshold 
of 2.5 was determined to be critical based on the expert panel’s input, ensuring that preventive actions are taken 
in scenarios with a moderate to high risk of failure.

Preventive by condition status maintenance (PSCM) (Formula 3):

( ):  2.5  4  1 5  1Rule AND C ORC≥ = =PREDC  (3)

This rule is justified by the availability of diagnostic tools (C4) or SCADA systems (C5) along with a high 
predictive maintenance index PREDC . Studies by Letot et al. (2017) and Firdaus et al. (2023) support the 
effectiveness of condition-based maintenance when advanced diagnostic and monitoring technologies are 
available. The threshold of 2.5 for  PREDC , coupled with the availability of these technologies, was confirmed by 
the experts to be a robust criterion for implementing condition-based preventive maintenance.

Predictive maintenance (PdM) (Formula 4):

:   3  4  1Rule AND C≥ =PREDC   (4)

When the predictive maintenance index PREDC  is 3 or higher and diagnostic capabilities are available (C4 = 1), 
predictive maintenance becomes justified. Research by Fedorov & Pavlyuk (2023) and Gedikli & Ervural (2023) 

Table 3. KANO Model results.

Classification Criteria

O (One-Dimensional) High cost of machine acquisition.

High cost due to production losses.

High machine maintenance costs.

Significant lifetime losses due to machine disassembly.

A (Attractive) Level of availability of spare and replacement parts.

Ability to perform machine diagnostics using available instrumentation.

Availability of artificial intelligence resources and capabilities.

Level of complexity of the equipment and its technology.

I (Indifferent) Cost and availability of diagnostic tools and equipment.

Connectivity capability.

Diversity of failures and failure modes.

Response time required to repair failures.

Non-fulfilment of the organisation’s societal objectives/satisfaction of the.

Reliability of equipment and maintenance service providers.

Logistics.

P (Performance) Access to sensors and supervisory control, monitoring and data acquisition (SCADA) systems.

Severe economic consequences in case of machine breakdown.

Availability and access to historical data.

Impact of the failure on the safety of personnel and the environment.

M (Must-Be) Quality of maintenance.

Productivity.

Employee satisfaction.

Age of equipment.

Damage rate.

Maintenance time.
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highlights that a higher predictive index, combined with effective diagnostics, warrants the use of predictive 
maintenance strategies to anticipate and prevent failures. The choice of a threshold of 3 for PREDC  was validated 
through expert consensus as the point where predictive techniques provide significant value.

Conditional preventive or corrective maintenance(Formula 5):

:   4  0  2.4Rule If C AND= <PREDC   (5)

In cases where diagnostic capabilities are absent (C4 = 0) and the predictive maintenance index PREDC  
is below 2.4, the maintenance strategy may be either preventive or corrective, but not predictive. Bartz et al. 
(2011) and Huang et al. (2014) suggest that without diagnostic tools and with a low predictive index, flexible 
maintenance approaches are more appropriate. The threshold of 2.4 was selected based on expert feedback, 
ensuring that predictive maintenance is only applied when sufficiently justified by available data and technology.

Intelligent predictive maintenance (IPdM) (Formula 6):

:   3  5  1;  10  1;  11  1Rule AND C C C≥ = = =PREDC  (6)

Predictive maintenance is recommended when there is a high predictive maintenance index PREDC , combined 
with access to sensors (C5), historical data (C10), and artificial intelligence resources (C11). Chua et al. (2018) and 
Gupta et al. (2024) underline the significance of integrating real-time data and AI capabilities for optimizing 
maintenance decisions. The threshold of 3 for PREDC  and the inclusion of technological capabilities were 
confirmed by the expert panel as essential for the effective implementation of intelligent predictive maintenance.

These rules were subjected to a thorough review by industry experts, who reached a consensus that the thresholds 
and criteria are appropriate for selecting the most effective maintenance strategies. This validation process ensures 
that the rules are not only theoretically sound but also practically applicable in real-world maintenance scenarios. 
Table 4 shows the proposed rule system for the maintenance strategy selection (Formulas 7, 8, 9, 10).

Table 4. Rules system for maintenance strategy selection.

Decision rules Maintenance strategies

/CORR PREVC  ˂ 3 Corrective

  2,5≥PREDC  OR C7 ≥ 3 Preventive

 2,5≥PREDC  AND (C4=1 OR C5=1) Preventive by condition status

 3≥PREDC  AND C4=1 Predictive

If C4 = 0 AND Cpred ˂ 2,4 Maintenance can be preventive or corrective, but not predictive

3 ≥PREDC  AND C5=1 C10=1 C11=1 intelligent predictive

Where:

• Predictive maintenance index

1 2 3 6 8 12
6PRED

C C C C C CC + + + + +
=   (7)

• Corrective/Preventive maintenance Index 

 
6

Lost FailureC CCORRC
PREV

+
=   (8)

Where:

1 2 6LostC C C C= + +   (9)

7 8 9FailureC C C C= + +   (10)
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Where:
Scale of the selected criteria

- C1: Machine purchase costs.

- 1: 1-20% of the equipment investment budget.

- 2: 21-40% of the equipment investment budget.

- 3: 41-60% of the equipment investment budget.

- 4: 61-80% of the equipment investment budget.

- 5: 81-100% of the equipment investment budget.

- C2: Costs due to production losses.

- 1: Minimally acceptable losses (0-5%).

- 2: Moderate losses (6-15%).

- 3: Significant losses (16-30%).

- 4: High losses (31-50%).

- 5: Catastrophic losses (>50%).

- C3: Absence of duplicate and spare Machine parts.

- 1: Easy to replace and good spare parts supply.

- 2: Some spare and replacement parts are available.

- 3: Limited availability of spare parts and replacement parts.

- 4: At least one duplicate and very few spare parts.

- 5: No duplicates or spare parts.

- C4: Capacity to perform machine diagnostics using available instrumentation (thermography, lubricant 
analysis, ultrasound, etc.)

- 1: Complies with condition.

- 0: Condition is not in compliance.

- C5: Access to sensors, Supervisory Control, and Data Acquisition (SCADA) systems: Determine if the machine 
has the necessary sensors and compatible monitoring system to record relevant parameters such as vibration, 
temperature, pressure, flow, etc.

- 1: Complies with condition

- 0: Condition is not in compliance

- C6: Machine maintenance costs, including material and labour over a given period.

- 1: 1-5% of the cost of purchasing the machine.

- 2: 6-10% of machine acquisition cost.

- 3: 11-20% of machine acquisition cost.

- 4: 21-30% of the machine acquisition cost.
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- 5: >30% of the cost of the machine.

- C7: Lifetime loss due to disassembly, referring to machines suffering technical degradation when disassembled.

- 1: Minimal life reduction (0-5%).

- 2: Moderate life reduction (6-15%).

- 3: Significant life reduction (16-30%).

- 4: High reduction in lifetime (31-50%).

- 5: Catastrophic loss of life (>50%).

- C8: Impact of failure on human safety and environment.

- 1: Minimal impact on safety and environment.

- 2: Some minor safety and environmental impacts.

- 3: Significant safety and environmental impact.

- 4: Serious safety and environmental consequences.

- 5: Catastrophic safety and environmental impact.

- C9: Economic impact of a machine breakdown: considering that the degradation of a component caused by a 
breakdown will lead to expensive repairs.

- 1: Minor repairs (0-5% of acquisition cost).

- 2: Medium repairs (6-15% of acquisition cost).

- 3: Major repairs (16-30% of purchase cost).

- 4: Major repairs (31-50% of purchase cost).

- 5: Catastrophic repairs (>50% of acquisition cost).

- C10: Historical data availability: Assess the availability of historical data on past machine performance, maintenance 
and breakdowns.

- 1: Complies with condition.

- 0: Condition is not in compliance.

- C11: Availability of artificial intelligence resources and skills: Assess whether the necessary technical resources 
and capabilities are available to apply artificial intelligence techniques in data analysis and predictive maintenance 
decision making. This includes access to machine learning algorithms, artificial intelligence models and personnel 
trained in these areas.

- 1: Complies with condition.

- 0: Condition is not in compliance.

- C12: Complexity of equipment

- 1: Low complexity.

- 2: Moderate complexity.

- 3: Some complexity.
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- 4: High complexity.

- 5: Highest complexity.

4.4. Data collection and parameterization of numerical variables

With the results obtained from the Monte Carlo simulation, the database was constructed with 1404 combinations. 
Table 5 shows a fragment of the matrix used without parameterization of the database. Then the criteria were 
parameterized; in the case of those with binary scales, 1 was replaced by “yes” and 0 by “no.” The coefficients 

PREDC  LostC ,  FailureC  and /  CORR PREVC  are shown in Table 5, then these were exported to the GeNIe software, 
and the network was built and trained. The relationships were established taking into account the decision 
parameters established in Table 6.

Table 5. Non-parameterised database fragment.

C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11 C12 C-Predictive C-Lost C-Failure
Cprev/
correc

CM PM PCSM PdM IPdM

2 2 2 1 1 5 5 2 5 1 1 2 2,5 9 12 3,5 No Yes Yes No No

5 5 4 0 0 1 3 4 1 0 0 4 3,8 11 8 3,2 No Yes No No No

3 3 3 0 0 4 4 1 2 0 0 1 2,5 10 7 2,8 Yes Yes No No No

4 4 4 1 0 1 5 2 3 1 0 5 3,3 9 10 3,2 No Yes Yes Yes No

2 4 2 1 0 4 1 5 4 0 0 5 3,7 10 10 3,3 No Yes Yes Yes No

5 4 3 0 1 2 2 5 3 0 1 3 3,7 11 10 3,5 No Yes Yes No No

2 5 3 1 0 5 1 4 4 0 1 1 3,3 12 9 3,5 No Yes Yes Yes No

5 4 4 0 1 4 3 2 5 1 1 4 3,8 13 10 3,8 No Yes Yes No Yes

5 5 5 0 1 4 3 1 1 0 1 2 3,7 14 5 3,2 No Yes Yes No No

5 1 4 0 0 1 4 2 3 1 0 2 2,5 7 9 2,7 Yes Yes No No No

2 2 5 1 1 2 3 1 5 0 1 3 2,5 6 9 2,5 Yes Yes Yes No No

2 4 4 1 1 2 2 3 1 1 1 2 2,8 8 6 2,3 Yes Yes Yes No No

5 1 2 1 0 2 2 4 1 0 1 4 3,0 8 7 2,5 Yes Yes Yes Yes No

3 1 4 1 1 5 5 1 3 1 1 3 2,8 9 9 3,0 No Yes Yes No No

4 1 5 0 1 4 5 4 5 1 1 5 3,8 9 14 3,8 No Yes Yes No Yes

1 4 1 0 1 3 5 1 3 0 1 1 1,8 8 9 2,8 Yes Yes No No No

1 5 2 0 1 2 2 3 3 1 1 4 2,8 8 8 2,7 Yes Yes Yes No No

4 5 2 1 1 5 3 1 4 0 1 2 3,2 14 8 3,7 No Yes Yes Yes No

5 4 1 0 1 4 2 5 4 0 1 4 3,8 13 11 4,0 No Yes Yes No No

2 5 3 1 0 4 4 5 5 0 0 2 3,5 11 14 4,2 No Yes Yes Yes No

Table 6. Parameterization of the coefficients.

/CORR PREVC

Over 3 High

less than 3 Low

PREDC
Over 3 High

Between 2.5 and 2.9 Medium

less than 2.4 Low

 LostC  and FailureC
Very High 13-15

High 10-12

Medium 7-9

Low 4-6

Very Low 1-3

5-point scale criteria

Very low 1

Low 2

Medium 3

High 4

Very High 5
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4.5. BN structure

A Bayesian network was constructed using the GeNIe software, employing a combination of automated and 
manual approaches. The ‘Bayesian Search’ algorithm identified causal relationships among variables, with some 
connections manually specified to reflect expert knowledge. Probabilities were refined through the ‘Uniformize’ 
learning parameter, using input data to enhance the model’s predictive power. Figure 3 shows the structure of the BN.

Figure 3. BN model for MES.

The conditional probability tables (CPT) were thus informed by a broad spectrum of scenarios, allowing the 
model to learn from various potential conditions and outcomes that could be encountered in real-world settings. 
The CPTs themselves are not specific to any single equipment type. Rather, they reflect the generalized patterns 
and rules learned from the Monte Carlo simulations. This allows the BN to infer the appropriate maintenance 
strategy for any industrial equipment, provided that the criteria values are correctly assigned by experts.

The model’s CPTs capture the statistical likelihood of different maintenance strategies based on the simulated 
scenarios. For instance, the high probability (96%) of selecting preventive maintenance observed in the model is 
a result of the statistical predominance of preventive maintenance scenarios during the Monte Carlo simulations. 
Conversely, intelligent predictive maintenance, due to its specific requirements, is less likely to be selected, 
reflecting its lower occurrence in the simulated data.

4.6. BN validation

Table 7 shows the results of the validation of the BN for the five main nodes related to maintenance strategies. 
In Table 7, accuracy is defined as the proportion of correct predictions made by the BN model relative to the 
total number of predictions for each node. To assess the predictive accuracy of the BN, we employed K-fold 
cross-validation using GeNIe software. This technique involved dividing the data into multiple subsets and 
iteratively training and testing the model across these subsets.

The overall accuracy value for the five nodes is 0.97952, indicating a high accuracy rate in predicting 
maintenance strategies. Out of the 50 000 cases evaluated, 48.976 predictions were correct. The results 
demonstrate a high level of accuracy in predicting maintenance strategies, with approximately 99% accuracy 
in all cases except for the ‘corrective’ strategy, which had a percentage of approximately 90%. However, the 
results indicate the effectiveness of the BN in predicting maintenance strategies for the evaluated main nodes.
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The ROC curve is a graphical representation that evaluates the performance of a binary predictive model 
as a function of various classification thresholds. It consists of a series of coordinates representing the true 
positive rate (y-axis) versus the false positive rate (x-axis) as the classification threshold varies. Additionally, the 
area under the curve (AUC) value is provided, which is a general measure of model performance. The format 
for the coordinates and P-values is (x, y, P), where x represents the false positive rate, y represents the 
true positive rate, and P represents the classification threshold. Figure 4 displays the ROC curves for each 
maintenance strategy.

Table 7. Validation results for maintenance strategy nodes.

Accuracy for all 5 nodes = 0.97952 (48976/50000)

CM = 0.9067 (9067/10000)

No = 0.852394 (5359/6287)

Yes = 0.998653 (3708/3713)

IPdM = 0.999 (9990/10000)

No = 0.999024 (9210/9219)

Yes = 0.99872 (780/781)

PCSM = 0.9953 (9953/10000)

No = 0.992649 (3241/3265)

Yes = 0.996585 (6712/6735)

PdM = 0.998 (9980/10000)

No = 1 (6748/6748)

Yes = 0.99385 (3232/3252)

PM = 0.9986 (9986/10000)

No = 1 (412/412)

Yes = 0.99854 (9574/9588)

Figure 4. ROC curves; (a) = CM; (b) = IPdM; (c) = PdM; (d) = PCSM; (e) = PM.
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When assessing corrective maintenance (CM) in the context of ‘CM=no’, the ROC curve shows an AUC of 
0.892471. The AUC is an aggregate measure of model performance for various levels of sensitivity and specificity 
and is crucial in assessing the classification ability of the model. A higher AUC indicates better discrimination 
ability. With an AUC of 0.892471 in the context of corrective maintenance, the model demonstrates a good 
ability to distinguish between instances of ‘CM = No’ and ‘CM = Yes’. This ability is crucial for making accurate 
decisions based on corrective maintenance classification.

4.7. Sensitivity analysis

A SA was conducted. This analysis focused on determining the impact of variations in key model criteria on 
the probability of selecting maintenance strategies. Figure 5 shows the sensitivity analysis.

Figure 5. Sensitivity analysis. (a) = CM; (b) = PM; (c) = PCSM; (d) = PdM; (e) = IpdM.

The SA for CM reveals that the model’s decision rule primarily depends on the ratio of loss costs and failure 
costs, represented by the coefficient /  CORR PREVC . When the sum of loss and failure costs is low, the model is 
more likely to select CM, as indicated by the high sensitivity to /CORR PREVC . Conversely, high /CORR PREVC  values 
suggest that failure costs are high, making the model less likely to choose CM due to the potential for more 
sophisticated maintenance strategies. The analysis indicates that the probability of selecting CM falls within a 
relatively small range (0.368635 to 0.430853), suggesting that the model is relatively robust to changes in key 
criteria, as the decision rule is primarily influenced by the relationship between  LostC  and FailureC .
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The SA for PM identifies two key criteria:  PREDC  and C7. The model’s decision rule for selecting PM is based 
on two thresholds:  PREDC  ≥ 2.5 and C7 ≥ 3. PREDC , a composite measure reflecting the costs of acquisition, 
production loss, spare part scarcity, maintenance, human safety impact, and equipment complexity, is directly 
tied to the first decision rule. The attainable range for the probability of PM is relatively narrow (0.957859 to 
0.961574), suggesting a robust model against changes in key criteria. However, the presence of two distinct 
thresholds in PREDC  and C7 might increase the model’s sensitivity to variations in these specific criteria.

The SA for the PCSM strategy highlights three key criteria: PREDC , C4 and C5. This sensitivity to  PREDC  be 
directly derived from the decision rule. A high  PREDC  value, coupled with the presence of diagnostic capabilities or 
access to SCADA systems, suggests a higher likelihood of selecting the PCSM strategy. While the model demonstrates 
relative robustness due to the narrow attainable range for the probability of PCSM (0.653774 to 0.696515), its 
reliance on the conjunction of criteria could lead to increased sensitivity to changes in  PREDC , C4, and C5.

The SA for the PdM strategy identifies two key variables: PREDC  and C4. The sensitivity to both  PREDC  and 
C4 is directly derived from this decision rule. While the attainable range for the probability of PdM (0.293054 to 
0.355665) is somewhat wider than in previous analyses, the model still demonstrates a degree of robustness 
in relation to selecting the PdM strategy. However, the reliance on the conjunction of criteria might lead to a 
higher sensitivity of the model to changes in these specific criteria.

The SA for the IPdM strategy identifies four key variables:  PREDC , C4, C10, and C11. The sensitivity to 
 PREDC  and C4 directly stems from these decision rules. The sensitivity to C10 and C11 arises from the need 

for historical data and AI resources for effective IPdM implementation. The results shows a relatively narrow 
attainable range for the probability of IPdM (0.048576 to 0.086479), suggesting the model is robust against 
changes in key criteria. However, the model’s reliance on the conjunction of criteria could lead to heightened 
sensitivity to changes in these specific criteria.

Overall, the model exhibits robustness, particularly for PM and CM strategies, with a narrow attainable range 
for the probability of selection. This indicates stability against changes in key criteria. However, the model’s 
sensitivity to combinations of criteria, especially for PCSM, PdM, and IPdM, could result in higher sensitivity to 
specific changes due to the conditional nature of the rule system.

5. Case study

This study applies a BN-based approach for MES within a thermal power plant, a challenging industrial 
environment due to the complexity and criticality of its operations. The plant utilizes a range of critical equipment, 
necessitating rigorous and timely maintenance to ensure operational continuity. The proposed method leverages 
BN to effectively and accurately MES by adhering to a detailed step-by-step process:

 Step 1. Specialist selection

Twelve highly qualified specialists were consulted for the scoring of the thermoelectric criteria. Each of 
them brought extensive knowledge and experience in specific areas relevant to the MES. The specialists who 
participated in the survey possess a high level of expertise in the field of maintenance and management with 
high levels of competence, supported by their academic background and relevant and professional experience.

 Step 2. Surveys of specialists and the calculation of concordance levels

• Experts were surveyed to identify the key equipment within the plant.

• Each expert assigned values to 12 predefined criteria for each identified equipment.

Following data collection, SPSS V21 was employed to calculate the level of concordance. This was achieved 
using Kendall’s W coefficient and the Chi-squared test, ensuring the consistency and reliability of expert evaluations.

Table 8 presents the selected equipment, assigned expert values, and the calculated concordance levels.

Step 3. Simulation in the BN model

The trained BN model is then used to simulate the values of the criteria for each piece of equipment. 
The expert-assigned values for each criterion are used to define the state of each node in the network at 100%. 
The BN model then acts as a classifier, automatically inferring the coefficients and determining the maintenance 
strategies for each specific case. The maintenance strategies inferred by the model are prioritized from right to 
left. Figure 6 illustrates the simulation of criteria for the steam turbine.
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The remaining equipment was simulated in the same way as the steam turbine above. The simulation results 
in the Bayesian model were compared with the manually calculated results in an Excel template. The results 
show that there is 100% agreement between the calculated results and those simulated by the Bayesian network 
model. The results are shown in Table 9.

Critical components like the steam turbine, forced draught fan, fuel oil pumps, and fuel oil electric motor are 
best managed through IPdM, enabling early failure detection and proactive interventions. The gas recirculation 
fan and circulation water pumps benefit from PdM, while PCSM is recommended for water filters, boiler soot 
blowers, and electric condenser valves. CM is appropriate for the burners, addressing failures as they arise. This 
multi-faceted strategy optimizes plant reliability and cost-efficiency.

Table 8. Elements, criteria and specialists consensus.

Equipment
Criteria C1-C12

Kendal’s W Chi-square
1 2 3 4 5 6 7 8 9 10 11 12

Oven 4 4 5 1 1 4 4 4 3 0 1 4 0.916 87.909

Burners 2 2 1 1 1 2 2 2 1 1 1 4 0.899 86.296

Water filters 3 4 3 1 1 3 1 2 1 1 1 2 0.899 86.296

Gas recirculation fan 3 2 3 1 1 3 3 3 3 0 1 4 0.850 81.581

Circulation water pumps 4 4 3 1 1 4 3 3 4 0 1 4 0.899 86.296

Fuel oil electric motor 3 3 3 1 1 3 3 4 3 0 1 4 0.916 87.909

Motor and auxiliary oil pump 3 3 4 1 1 3 2 3 2 0 1 4 0.899 86.296

Steam turbine 5 5 5 1 1 5 4 5 5 1 1 5 0.850 81.581

Forced draught fan 4 3 3 1 1 3 3 3 4 1 1 4 0.899 86.296

Fuel oil pumps 3 3 2 1 1 3 3 5 3 1 1 4 0.916 87.909

Boiler soot blowers 2 2 4 1 1 2 3 2 3 1 1 3 0.916 87.909

Electric condenser valves 2 2 2 1 1 3 3 3 3 1 1 3 0.916 87.909

Superheater 3 3 3 1 1 2 2 3 3 1 1 3 0.916 87.909

Figure 6. Simulation of steam turbine criteria.
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6. Conclusions

The proposed model presents several advantages over existing approaches in maintenance strategy selection. 
Its primary strengths include the ability to analyse the specificities and availability of diagnostic instrumentation 
and the integration of an intelligent predictive maintenance strategy. This combination enhances the system’s 
efficiency and anticipation capabilities. Validation results indicate that the model achieves an accuracy of 
approximately 97% in assigning maintenance strategies, demonstrating its reliability.

Theoretically, the model marks a significant advancement by incorporating a Bayesian network that assesses 
failure consequences and complexities, alongside the KANO model for selecting criteria. This integration offers 
a novel approach to understanding the impact of attributes on customer satisfaction and maintenance strategy 
effectiveness. Methodologically, the model provides a clear framework for constructing Bayesian network-based 
maintenance strategies, emphasizing the importance of intelligent predictive maintenance.

Practically, it simplifies decision-making by quickly identifying optimal maintenance strategies, thus optimizing 
resource allocation. Its successful validation in a real industrial environment underscores its practical applicability 
and potential to improve maintenance efficiency.

However, the model’s construction and validation require extensive data and specialized knowledge, 
which can pose challenges. The accuracy of the results is highly dependent on data quality and availability, 
necessitating regular validation and updates to the Bayesian network. Continuous collaboration among experts 
is also recommended to enhance the model’s effectiveness and practical application.
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