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1. Introduction

It is noticeable the community’s growing interest in failures in the quality of products and services worldwide, 
especially in serious defects, which may endanger people’s physical integrity. Following this same trend, the 
academic area shows consistent growth in the number of works related to recalls. Such focus direction can be 
seen in Kalaignanam et al. (2013) work, which tested, for the automobile industry market in the United States 
of America, the direct effect of recall on future accidents and the future indirect effect on product reliability for 
the years 1985 to 2013. Subsequently, continuing the work, Eilert et al. (2017) studied the effect of the severity 
of the problem associated with the recall in the same country, and the time required for its start, considering 
the years 2000 to 2017.

In principle, it can be said that a recall is carried out when it is discovered or there is suspicion those defects 
may impair the performance and/or the safety of products or services. As a rule, a recall must reach all its 
consumers, including those who have not yet had any problems associated with the defect (Eilert et al., 2017). 
Thus, it is necessary to define what is product safety. A safe product is defined as a product that, when used 
under normal or reasonably foreseeable conditions (including duration), does not offer any risk of injury, damage 
to the health of users, property, or the environment (European Union, 2002; Zhu et al., 2018).
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Based on the definitions exposed for Baraldi & Kaminski (2016), Eilert et al. (2017), Hora et al. (2011), and 
Mackelprang et al. (2015), recalls can be divided into two main causes, namely: defects arising from failures in 
product development and/or the manufacturing process.

In terms of damages, for Eilert et al. (2017) and Hora et al. (2011), recalls imply social costs, such as damage 
to property and person. Besides, the authors cite that the increase in the number of recalls and the delay of 
manufacturers in their implementation are attracting the attention of society, and they ask why it takes so long 
to discover that a product poses a risk to people’s safety.

In financial terms, other important damage from the occurrence of recalls, it can be said that the composition of 
the costs of a recall goes far beyond the costs of correcting a product’s non-conformity (Kumar & Schmitz, 2011; 
Slack et al., 2010). In this case, other factors must be considered, such as the association of the brand with 
quality problems, customer dissatisfaction with having purchased a defective product, customer discomfort 
in taking the product to be repaired, a possible risk to people’s safety, the possibility of a loss of the market, 
legal punishments, and civil liability, among others (Baraldi and Kaminski, 2018). In the automobile industry, 
several companies have suffered huge financial losses due to serious quality problems related to their products 
(including the realization of the loss of human lives), culminating in the closing of companies responsible for the 
facts and other social problems, such as unemployment of their employees (Committee on Commerce, Science, 
and Transportation, 2019; Conner & Wanasika, 2018; Janssen et al., 2015; Maiorescu, 2016). As an example, 
the United States Department of Transportation’s National Highway Traffic Safety Administration (NHTSA), 
in December 2012, fined Toyota Motor Corporation US$ 17.35 million for failing to report to the US Federal 
Government a safety defect in its products promptly (National Highway Traffic Safety Administration, 2018a). 
Financial costs may also appear differently than usual, the Consumer Product Safety Commission, for instance, 
estimates that deaths, injuries, and property damage resulting from consumer product incidents cost the United 
States more than US$1 trillion a year (Consumer Product Safety Commission, 2018).

The problem intensifies as it gains recurrence that did not exist before. Bates et al. (2007) carried out a study 
on patterns and trends in motor vehicle safety recalls in the United Kingdom. For this, they used a data set based 
on 23.1 million vehicles registered between 1992 and 2002. According to the authors, 10.8 million vehicles were 
recalled, which represented 47% of all vehicle registrations in the United Kingdom comprised in the period.

Thus, coupled with an increase in the relevance of product safety, the growing number of recalls may, for 
Haefele & Westkamper (2014), indicate that products have become more insecure. It is stated, however, that such 
an indicator may be related to many other factors such as the occurrence of more demanding legal requirements, 
activities of the authorities that are increasingly more stringent, and different legal requirements in different 
countries, as discussed in the work of Maione et al. (2021b). Also, global motor vehicle manufacturers are urged 
to deal with an increasing variety of parts and greater manufacturing complexity in addition to internal and 
external interfaces in a global production network (Haefele & Westkamper, 2014).

Therefore, with the increase in the numbers of recalls and the rise of the manufacturing complexity process, 
variables not seen before are becoming relevant to the market of automotive products: most of them are hard 
to be detected by humans analyses. The interpretation of these variables, using standardized statistical methods, 
however, results in conclusions known to the automobile industry, such as discussed by Gruber et al. (2021). 
Still, with the innovation and growth speed of artificial intelligence, allied to Industry 4.0, new possibilities for 
analysis from the use of a part of it, machine learning, appear and enable new tools for making conclusions, 
such as shown and reviewed by Silva et al. (2020). A reinforcing factor that leads the academic attention to this 
accelerated field of studies is the possibility of applying it to several distinguished problems, such as recently 
discussed by Salazar-Reyna et al. (2022), in the healthcare engineering field, and by Choi et al. (2022) with deep 
neural network models applied to accountability and prediction of abnormal audit fees.

Machine learning, in a concise way, is a technique based on statistics, since it applies optimized mathematical 
models of inference from samples to obtain estimates (Alppaydin, 2010). Among the useful tools, based on 
machine learning techniques, are clustering, classification, and regression.

Clustering is the method of allocating examples in clusters (groups), which normally represent some mechanisms 
existing in the real-world process, which generated these examples, making them more like each other within 
some organizations (Baranauskas, 2011).

The second strategy, that is, the classification method, represents, for Kotsiantis et al. (2006), algorithms that predict 
a discrete characteristic of a given object and, thus, infer labels on it, being the object, in this case, an automotive recall.

The third and final category of algorithms to be used is regression. Algorithms of this niche make the machine 
estimate values, that is, continuous characteristics, from certain inputs and are, for Wakefield (2020), extremely 
useful for predictions. For automotive recalls, values such as the number of affected vehicles in a year and the 
number of recalls, also in a specific year, are possible to be found.
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The applicability of Machine Learning shows itself as a possible reliable way of trying to achieve competitive 
advantages in the automotive recall field. Such a statement can be reassured by supporting analytical capabilities 
and data visualization characteristics directly related to ML outputs, as discussed by Medeiros & Maçada (2022), 
in which it was proven that managers can establish policies and strategies to extract value from data and leverage 
business agility and competitiveness through the use of business analytics and big data visualization.

The objective of this article is to investigate, using basic and efficient machine learning approaches, the 
worldwide trend of growth in the number of recalls, as well as the growth in the number of products involved in 
each campaign, and obtain a broader and more assertive view of the problem. For this, a study on automotive recall 
was developed, covering Brazil, the European Union and the United States of America, in the years 2010 to 2019.

2. Automotive recall at the three locations

There are situations where recalls can have their defects investigated and, in these circumstances, they are 
supervised by a government institution that, among other activities, enforces regulations and monitors them 
until their conclusion (Eilert et al., 2017). For a better understanding of these facts, it is important to review 
the legislation and official data sources in the three regions studied.

The Brazilian Ministry of Justice, the first region of interest, has the mission of guaranteeing and promoting 
citizenship, justice, and public security, through joint action between the State and society (Brasil, 2018a).

In Brazil, the Ministry of Justice makes available in its database of recall alerts, 18 sectors of activities that 
must be elected during a recall notification, (Brasil, 2017, 2018b).

In contrast to the Brazilian case, the European Union has a different approach, as it is formed by several nations. 
The European Commission defines the bloc’s general jurisdictions on product safety in Directive 2001/95/EC of the 
European Parliament and of the Council of 3 December 2001 on general product safety (European Commission, 2018a).

In terms of data, the European Union, the RAPEX system provides a report that contains up to 23 information 
data for each of the recalls inserted in it, but unfortunately, it does not contain the number of products affected 
in each of the recalls (European Commission, 2018b).

Moving to the last location, it is known that the USA regulation started with an effort to increase the safety 
of motor vehicles, on September 9, 1966, the Congress passed the National Motor Vehicle and Traffic Safety 
Act of 1966 (15 U.S.C. 1381) (Rupp & Taylor, 2002).

Currently, the United States of America (USA) organization uses several federal agencies to alert citizens of 
dangerous or defective products. To facilitate public access to information, six federal agencies with different 
jurisdictions came together and created the website <www.recalls.gov> (Recalls, 2018; National Highway Traffic 
Safety Administration, 2018b).

For a better understanding of how recall management occurs in the three regions, Table 1 was developed, 
which presents a comparison of the three locations in terms of regulation.

Table 1. Comparison between the three regions.

Region Brazil European Union United States of America

Legislation Constituição Federal Brasileira 
(Brazilian Federal Constitution)

European Parliament and the 
Council of the European Union

Federal Regulations of the United 
States of America

Law Artigo 5º, inciso XXXII, da 
Constituição¸ Federal Brasileira 
(Article 5, Item XXXII, of the 

Brazilian Federal Constitution)

Directive 2001/95/EC National Traffic and Motor Vehicle 
Safety Act of 1966 (15 U.S.C 1381)

Government agency Ministério da Justiça 
(Justice Ministry)

European Commission National Highway Traffic Safety 
Administration (NHTSA)

Other government agencies Secretaria Nacional do Consumidor 
(National Consumer Secretariat)

National authorities of the 
members of the European 

Commission

United States Environmental 
Protection Agency (EPA)

Other government agencies Grupo de Estudos Permanentes 
de Acidentes de Consumo 

(Permanent Study Group on 
Consumer Accidents)

Office of Vehicle Safety Research 
and the Office of Behavioral Safety 

Research

Access to recall information Ministério da Justiça 
(Justice Ministry) – (Secretaria 

Nacional do Consumidor, 2020b)

Rapid Alert System for dangerous 
non-food products (RAPEX) - 
(European Commission, 2020)

U.S. Government recalls - 
(Recalls, 2018)

Source: Baraldi & Kaminski (2019).
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3. Database

With the growing importance of using data in obtaining reports and formulating analyzes, contemporary 
engineering has brought a new problem for technological advancement and, consequently, for machine learning: the 
reliability of databases. Like an empirically tested mechanical system, there are important aspects in the construction 
of artificial intelligence models to be considered in the study of the data analyzed, including the presence of noise 
and outliers, which can compromise the direction of considerations made, as well as the conclusions reached. More 
generally, the growing importance of having solid, complete, and clean bases, as well as the obsession in their 
searches, not only allows them to continue their work but is also responsible for innovating and giving rise to new 
functionalities, within the world of statistics and machine learning, since its principles (Imielinski & Mannila, 1996).

In technical terms, it is seen that the amount of data related to recalls is not considerably numerous, in 
terms of entries. Thus, for the present study, they were stored in databases on the Microsoft Access platform 
and, for intuitive consumption, in Microsoft Excel.

For the Federative Republic of Brazil, the use of the databases provided by the National Consumer Secretariat 
(Secretaria Nacional do Consumidor, 2020a) bases would not be enough. Thus, trying to obtain more data from 
the national agency, the Web-Scraping technique was applied, a form of mining that allows the extraction 
of data from websites, converting them into structured information for later analysis, with a script in Python 
language on the Brazilian entity’s information portal. The portal offers the user the possibility to access the data 
of past recalls in a sequential and unitary way (Secretaria Nacional do Consumidor, 2020b). The purpose of the 
program (Maione et al., 2021a), therefore, was to automate the operational work of reading all the platform’s 
entries and transcribing them to a local base, allowing time savings and avoiding human errors.

For the next region, the European Union, obtaining the base was also simple and straightforward. Through 
the alert search tool on the RAPEX platform, Rapid Alert System for dangerous non-food products, made 
available by the European institute, it was possible to extract the base to be used in the construction of the 
models (European Commission, 2020).

Unlike the Brazilian case, the European Union does not provide the number of affected products, which makes it 
difficult to build more comprehensive models. Thus, the construction of a Python script to obtain this information, as 
done for the Brazilian database, was not effective since it is not even exposed on the platform’s websites. The different 
ways of data distribution, if compared to the Brazilian and the USA cases, can indicate important causal variables to 
be studied, such as the laws of the regions, about the different approaches to data opening (Maione et al., 2021b).

In contrast to the scenarios in other regions, the United States of America, through the NHTSA’s Office of Defects 
Investigation (ODI) made available an official database for model building, running from 1966 to 2020 (ODI, 2021).

For a better overview of the data obtained after the search with the aid of Web-Scraping techniques, Table 2 
was developed, considering a match of the fields of each database to the list of desired fields. It indicates the 
present and missing fields of three bases of interest.

Table 2. Comparison between the three databases.

+ Brazil European Union United States of America

Recall Title Present Present Present

Identification Present Present Present

Risk Description Present Present Present

Type of Product Present Present Present

Manufacturer Present Present Present

Country of Origin Present Present Absent

Country of Export Present Present Absent

Model Present Present Present

Year of Manufacturer Present Present Present

Number of Affected Present Absent Present

Link to source Present Present Absent

Date of Recall Present Present Present

Type of Alert Absent Present Present

Origin of Alert Not Valid Present Not Valid

Measures taken Absent Present Present

Affected Component Present Present Present
Source: Own elaboration.
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Considering the variety and quantity of variables in the datasets, a prior selection process was necessary 
before applying them in modeling strategies. As priority, the models were built using quantitative variables that 
were available in all three regions and that fit in the concept of the strategy itself.

In addition, to demonstrate the dimensions of the recall problem, the number of licensed new motor 
vehicles compared to number of motor vehicles involved in recall for the years 2011 to 2019 are presented 
in Figure 1.

Figure 1. Number of licensed new motor vehicles compared to number of motor vehicles involved in recall for the years 2011 to 2019. 
Source: Maione et al. (2021b).
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4. Machine learning models

Through a study conducted by McKinsey (2020), it can be seen that ML, and AI as a whole, show strong growth 
within companies in various sectors, with 50% of respondents of the survey stating that they have adopted AI in 
at least one business function. In addition, 80% of the sample showed growth in profits with the application of 
Machine Learning techniques and models in the business. Thus, introducing this potential tool into the world of 
automotive recalls becomes natural and necessary for a greater modernization and updating of the sector.

The study of machine learning is characterized as a section of artificial intelligence, in which data are not 
given parameters for the resolution of a task by the computer, but access to data. The computer then has the 
responsibility to, based on this data, find the best way to perform a certain activity to achieve a determined 
goal alone (Yu & Malan, 2020).

The algorithms can be divided into three main paradigms: Unsupervised learning, Supervised Learning, and 
Reinforcement Learning. Among these three main categories, the difference comes from the way in which the 
inputs and outputs are used by the model. Additionally, there are semi-supervised learning algorithms, but these 
are used on a smaller scale and are a mixture of the unsupervised and supervised learning models, so they will 
not be applied in this paper, Figure 2.

For the construction and development of the three deprecated models, the scikit-learn library was used. 
Originally called scikits.learn, it is an open-source machine learning library for the Python programming language 
and includes several clustering, classification, and regression algorithms including support vector machines, 
random forests, gradient boosting, k-means, and DBSCAN. To speed up the development of models, it is designed 
to interact with the numerical and scientific Python libraries, NumPy and SciPy. The project was started in 2007 
as a Google Summer of Code project by David Cournapeau. After almost 15 years, the library is one of the most 
important in the study of machine learning around the world (Scikit-Learn, 2021a).

Figure 2. Flowchart of machine learning techniques. Source: Adapted from Rafique & Velasco (2018) and Géron (2019).
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As a last consideration before diving into the modeling description, it is relevant to mention that all of the 
following performance coefficients and evaluation processes were performed in testing sets, separately from 
the training sets used (in all cases where this division was necessary, especially the supervised methods, 70% of 
the whole data was selected for training and 30% for testing). For more detailed information on the modeling 
process, see the supplementary material “Modeling Details and Code Availability” (Maione et al., 2023).

4.1. Clustering

Therefore, it begins with the construction of clustering models of the data obtained, that is, of unsupervised 
learning algorithms, for the problem of automotive recalls. There are several ways to build a model in this way, 
the one is chosen for this article was the k-means clustering algorithm, as it combines simplicity, allowing a 
layperson to understand the subject, with efficient results, making it possible to obtain interesting consequences 
for the sector. In addition, k-means was also chosen since it is typically faster than other common clustering 
methods, as it does not need to compute distances between data pints for every new data point that comes in, 
being more scalable and accurate, mixing a simple implementation with convergence guarantee.

Thus, building the model and segmenting the data into three clusters (as justified below), we have the 
following results shown in Figure 3 (Scikit-Learn, 2021b).

In the European Union, it is not possible to build a model such as the one for the Brazilian database, once 
the region does not make available the number of affected vehicles call per recall. Thus, it remains a possible 
study and application to a future study, if EU data are made available, a clustering situation comparing the 
number of affected vehicles over time, number of recalls over time over time, and a mix of these two variables.

With available data, however, it is possible to build a similar model, compared to the Brazilian case, with 
USA data, segmenting it into three clusters. Therefore, we have the results shown in Figure 4.

The silhouette plot displays a measure of how close each point in one cluster is to points in the neighboring 
clusters and thus provides a way to assess parameters like number of clusters visually. This measure has a range 
of [-1, 1]. Silhouette coefficients (as these values are referred to as) near +1 indicate that the sample is far 
away from the neighboring clusters. A value of 0 indicates that the sample is on or very close to the decision 
boundary between two neighboring clusters and negative values indicate that those samples might have been 
assigned to the wrong cluster (Scikit-Learn, 2021e).

Figure 3. Clustered data of Brazilian Recalls.

Figure 4. Clustered data of USA Recalls.
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Therefore, the intuitive way of choosing the number of clusters is to simulate clustering models with k clusters 
iteratively, with a plausible range for the value of k, and choose the value that gives the highest Silhouette Score. 
As expected by the reader, applying this method to the two studied cases returned the best value of k being 
2 or 3 and, because of that, in addition to the fact that 3 clusters brought more relevant interpretations to a 
scientific paper, the graphs and definitive models were built with 3 groups of segmentation, that is, 3 clusters. 
The silhouette analysis conducted by the authors and the plot of scores, as the whole modeling code, are available 
in the Git Repository of the project (Maione et al., 2021a).

4.2. Classification

The principle behind nearest neighbor methods is to find a predefined number of training samples closest 
in distance to the new point and predict the label from these. The number of samples can be a user-defined 
constant (k-nearest neighbor learning) or vary based on the local density of points (radius-based neighbor learning), 
(Scikit-Learn, 2021c).

Neighbors-based classification is a type of instance-based learning or non-generalizing learning: it does not 
attempt to construct a general internal model, but simply stores instances of the training data. Classification 
is computed from a simple majority vote of the nearest neighbors of each point: a query point is assigned 
the data class which has the most representatives within the nearest neighbors of the point. The k-neighbors 
classification is the most used technique.

After the process of understanding the model, it is possible to build one for the Brazilian case (Maione et al., 2021a), 
using two variables: manufacturer and year of manufacture, being the label of interest and the type of risk. 
The most efficient manner of visualizing this type of algorithm is plotting the variables, if possible (that is if the 
data has less than four dimensions), and indicating the label of each point, as shown in Figure 5.

It is important to notice that, even though the model has been built with recalls that have started between 
2010 and 2019, vehicles from different years before have been part of these recalls, such as the Year Manufacture 
axis shows.

A similar model can be built for the European Union case, that is, a KNN classificatory using two variables: 
Manufacturer and Year of Manufacture. However, unlike the Brazilian case, in the European Union, the recalls 
involved more brands than just the 20 that were present in Brazil, during the time-lapse of interest (2010-2019). 
To normalize and allow a comparison between both regions, the European Union model was used and selected 
only the 20 most frequent brands, in terms of the number of recalls, during the period studied. Note that these 
20 manufacturers are not the same as the ones used before, on the Brazilian model.

Figure 5. Data distribution of the elements used to build the model of classification.
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Another important consideration, involving the European Union case, is that the classification, that is, the 
labels given in the database followed the patterns of the source. For this reason, the graphic presents hybrid 
risk classifications, such as Fire/Injuries since the source classified it in this way. Such as the previous location, 
the most efficient manner of visualizing KNN algorithms is plotting the variables if possible, and indicating the 
label of each point, as shown in Figure 6.

It is important to notice that in the Brazilian case, even though the model has been built with recalls that 
have started between 2010 and 2019, vehicles from different years before have been part of these recalls, such 
as the Year Manufacture axis shows.

Unlike the previous cases, unfortunately, it is not possible to build the same model for the case of the United 
States since the base provided by ODI does not contain the explicit risk type variable.

The approximate accuracy of each model is given in Table 3, basically showing how often is the classifier 
correct, once the accuracy of classification models is measured from the proportion of correct predictions made 
on the test set. This methodology was used in this paper as well.

For registration and future replications by the reader, in the models, after performing cross-validation 
tests until k = 15, the criteria of 3 neighbors (k = 3) were used, that is, the check for classification is done by 
observing the 3 closest points, and the precision was obtained by splitting the dataset such as 70% for training 
(model learning) and the other 30% for the accuracy test itself, as is common in classification algorithms. How 
well the accuracy (and the classifier itself) represents reality is an important fact to be discussed, given the 
conditions of the base, and will be done in the results analysis session.

4.3. Regression

Machine learning, more specifically the field of predictive modeling, is primarily concerned with minimizing 
the error of a model or making the most accurate predictions possible, at the expense of explicability. 

Figure 6. Data distribution of the elements used to build the model of classification.

Table 3. Approximate accuracy of the KNN Algorithm for each location.

KNN Algorithm Accuracy

Brazil 70%

European Union (EU) 82%

United States of America (USA) -
Source: Own elaboration.
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In applied machine learning, it is common the action of borrowing and reuse algorithms from many different 
fields, including statistics, and using them towards these ends, achieving scalability, such an important and 
differential characteristic of artificial intelligence methods. With that in mind, even though regression is a simple 
statistical method, it is important to apply it considering machine learning approaches and computational speed, 
to obtain reasonable insights from the used dataset.

Linear regression, the most common and simple method, chosen to be used in this paper, fits a linear model 
with coefficients ( )1, , pw w w= …  to minimize the residual sum of squares between the observed targets in the 
dataset, and the targets predicted by the linear approximation (Scikit-Learn, 2021d). Mathematically it solves 
a problem, called Ordinary Least Squares, of the form shown in Equation 1.

 
2
2min

w
Xw y−  (1)

Equation 01: Ordinary Least Squares
The coefficient estimates for Ordinary Least Squares rely on the independence of the features. When features 

are correlated and the columns of the design matrix have an approximately linear dependence, the design matrix X 
becomes close to a singular and as a result, the least-squares estimate becomes highly sensitive to random errors in 
the observed target, producing a large variance.

Thus, giving the theory of the method, for each region, it is possible to create two basic regressions: one 
involving the number of recalls per year and another involving number of affected vehicles per year (it is important 
to remember that the second analysis will only be possible to the Brazilian and the USA cases, because of the 
restricted European Union database).

Following the algorithm and, one more time, applying Scikit-Learn library, the Brazilian model for the two 
regressions has been built (Maione et al., 2021a), with results given in Figure 7.

Just like Statistics, in machine learning, it is important to calculate and notice three basic coefficients of 
regression: the regression coefficient (signifies the amount by which change in x must be multiplied to give 
the corresponding average change in y, or the amount y changes for a unit increase in x), the mean squared 
error (measures the average of the squares of the errors, that is, the average squared difference between the 
estimated values and what is estimated, also denoted as MSE) and the coefficient of determination (gives 
the percentage variation in y explained by x-variables - the coefficient of determination, R2, is similar to the 
correlation coefficient, R, which tells how strong of a linear relationship there is between two variables). All 
coefficients’ methods of calculus (equations) are given by Equations 2 to 4.
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Equation 02: Regression coefficient

 ( )2
1

1 n
i ii

MSE y y
n =

= −∑  (3)

Equation 03: Mean Squared Error
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Equation 04: Coefficient of determination
Where x  and y  stands for the arithmetic mean of the set of numbers x and y, respectively, and iy  stands for 
the estimated or predicted values in a predictive model, considering the thi  element.

Therefore, Table 4, to organize and show all coefficients of both cases, has been built.
Following the same idea, the EU model for the regression of a number of recalls through the Years has been 

built (Maione et al., 2021a), with results given in Figure 7. It is important to notice that the construction of the 
second regression would not be possible, since the European Union does not release the number of affected vehicles 
on public sources. However, after a request of the authors to the Safety Gate Team of the European Commission, 
it was possible to get the number of automotive recall’s affected items per year, since 2015. To show the greatest 
information possible, the graph is plotted and shown in Figure 8, but it is important to emphasize that the obtained 
numbers for this study cannot be compared to the other locations since they represent different time-lapses 
(Commission’s Safety Gate Team, 2021).
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Figure 7. Regression results for both analyses with Brazilian data.

Table 4. Coefficients and parameters of the regression with Brazilian data.

Regression - Brazil Number of recalls Number of affected vehicles

Regression Coefficient (β) 13.15 2.89E+5

Mean Squared Error (MSE) 988 5.76E+12

Coefficient of Determination (R2) 0.59 0.11

Source: Own elaboration.

Figure 8. Regression result for the first analysis with European Union data.

Table 5. Coefficients and parameters of the regression with European Union data.

Regression - EU Number of recalls Number of affected vehicles*

Regression Coefficient (β) 42.11 1.48E+06

Mean Squared Error (MSE) 2831 5.43E+13

Coefficient of Determination (R2) 0.84 0.07

Source: Own elaboration. 
*Parameter calculated in a different time-lapse (2015-2019).
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In order to organize and show all coefficients of the first case, Table 5 has been built.

Following the same idea, to last, the USA model for the two regressions has been built (Maione et al., 2021a), 

with results given in Figure 9.

In order to organize and show all coefficients of both cases, Table 6 has been built.

Figure 9. Regression results for both analyses with USA data.

Table 6. Coefficients and parameters of the regression with USA data.

Regression - USA Number of recalls Number of affected vehicles

Regression Coefficient (β) 42.79 4.30E+06

Mean Squared Error (MSE) 5448 3.96E+14

Coefficient of Determination (R2) 0.73 0.28
Source: Own elaboration.

Table 7. Coefficients and parameters of the three regions.

Regression

Brazil European Union United States of America

Number of 
recalls

Number of 
affected vehicles

Number of 
recalls

Number of 
affected vehicles*

Number of 
recalls

Number of 
affected vehicles

Regression Coefficient (β) 13.15 2.89E+5 42.11 1.48E+06 42.79 4.30E+06

Mean Squared Error (MSE) 988 5.76E+12 2831 5.43E+13 5448 3.96E+14

Coefficient of Determination (R2) 0.59 0.11 0.84 0.07 0.73 0.28
Source: Own elaboration 
*Parameters calculated in a different time-lapse (2015-2019)

Figure 10. Regression results for the three regions.
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As a conclusion from the models’ construction, it is possible to build Figure 10 (with all three regressions 
in one plot) and Table 7 (with all coefficients, from the three locations), without the coefficients from the 
European Union for the number of affected vehicles, once, as said, it is not fair to use them in comparisons.

5. Results analysis

Considering the obtained results from the Clustering algorithm, both from the Brazilian and USA cases, it is 
possible to infer the existence of three classes of recalls, one frequent, timeless, and low impact type; a second 
type, timeless as well but less frequent and with a higher impact (based on the number of affected vehicles) 
and a third type, rare with an immense impact, affecting an enormous number of products, commonly on the 
whole world.

In addition, Figures 3 and 4 collaborate on an idea that the regression algorithm confirmed next, as it 
will be discussed shortly, not only the number of affected vehicles but also the number of recalls, in Brazil 
and in the USA, are increasing and have grown over the years of the last decade. The first graph obtained 
for each location analysis testifies to the assumption involving the number of recalls and the second and 
third graphs obtained for both locations justify the proposal involving the number of affected vehicles, 
since it is possible to notice a concentration of dots, in the scatter diagram, higher in the last years of the 
time-lapse of interest.

To last, involving the Clustering results, it is important to highlight the facility that the construction of the 
scatter diagrams proposed provides an initial understanding and the formulation of an overview of the universe 
of automotive recalls. That, in addition to a detailed database, made available by the two mentioned locations, 
allows the creation of new measures of containment and policies that prevent further occurrences.

Other interesting considerations can be made about the second type of constructed algorithm, that is, 
Classification. Through KNN (k-nearest neighbors) it was possible not only to build a predictive classifier, the 
main output of the task but also to plot information about recalls made in Brazil and in the EU, involving the 
manufacturer and the year of manufacture of the vehicle, with risk type labels.

The accuracy obtained in both cases of KNN applications was satisfactory but needs further analysis. It 
is possible to notice that the Brazilian and the European Union cases have a major risk type label, like one 
another, that being Cuts/Wounds (Brazilian model) and Injuries (EU model). With that information, which is 
already valid, the doubt is raised, involving the phenomenon called overfitting. Overfitting is a term used in 
statistics and machine learning to describe when a statistical model fits very well with the previously observed 
data set, but it is ineffective to predict new results (Silver, 2013). It is common for the sample to show deviations 
caused by measurement errors or random factors. Over-adjustment occurs when the model adjusts to these. 
An over-adjusted model has high accuracy when tested with its dataset, however, such a model is not a good 
representation of reality and should therefore be avoided.

Since the model built was simple and there are no possibilities of structural errors, this phenomenon generates 
an interesting question about the occurrence of recalls itself. By these values, it is possible to infer that the 
recalls that took place during the time-lapse of interest were the majority of one single type, mostly involving 
direct physical damage (cuts, wounds, and injuries). Once this nuance was perceived by the machine, it is natural 
that the precision is high since the algorithm will easily get it right if it uses the majority legend forecast (Cuts/
Wounds in Brazil and Injuries in the UE).

Other curious points about the two classification models built come from the fact that the European 
Union involves older cars in its most recent recalls, since the 80s, and, in addition, having most EU brands 
being the main ones in terms of number of the recalls (that is why they are among the 20 selected). Both 
the age of retroactive calling cars and the proportion of the locations of the brands are not shown in the 
same way for the Brazilian case. Among the possible causes are the different laws of the two locations and 
the intuitive idea that, in Europe, more EU cars are used, therefore the most frequent calling companies will 
be from the locality itself.

Ultimately, it is possible to make observations about the most intuitive model built, the Regression. As the 
first impression over the database, the regression coefficient ( β ) of all cases shows an upward trend, since it is 
positive, and the obtained regression line is increasing. That fact alone is not surprising and, in a way, is even 
expected, once the legislation is getting more solid and the internal control of the companies is getting tougher. 
What is interesting to notice, however, as shown by Baraldi & Kaminski (2019), is that the number of vehicles 
produced is stable, especially in the European Union and in the USA, due to low annual growth.

Such controversy can be explained by the greater globalization of parts of the models produced in different 
locations, as occurred in the Takata’s airbag and the General Motors’ ignition key cases. This fact, if added 



Production, 33, e20220117, 2023 | DOI: 10.1590/0103-6513.20220117 14/17

to the occurrence of product recalls, where the failure comes from the development and validation of each 
vehicle, in contrast to the project recall, where the problem is predecessor, in the design phase, contributes 
to greater growth in the number of recalls and affected vehicles, compared to vehicles produced in the 
locations of interest.

6. Conclusions

Among the various conclusions that can be drawn from the analysis of the results, the main one can be cited 
as being the potential that web scraping, machine learning, and technology in general, have to contribute to 
the understanding of problems that, in principle, do not have plausible and intuitive relationships with these 
methods. With the web scraping technique, it was possible to obtain an official Brazilian database, more complete 
and more detailed than any other ready and made available by the responsible body.

The application of the technique and the construction of scripts responsible for scraping, in addition to 
an extensive search for the bases of the other two regions, the European Union and the USA, followed by the 
construction of the machine learning models, made it possible to obtain graphics never before seen and with 
a level of detail and work that make countless reflections possible, some of them already done in this paper, 
others still to be done in future works. One of the main contributions of this paper, therefore, is the pioneering 
application of simple Machine Learning models to a field of studies marked by qualitative or simple statistical 
analyses. It is also possible to mention the fact that ML is inherent to Computer Science and Optimization, 
which allows faster learning over a large database, which was not a concern of previous statistical analyses and 
papers. The goal of the technique, and the intention of the application by this paper, is not to come up with a 
superb new knowledge about the data, but rather with a workable and reproducible model for which the error 
tolerance is determined by future projects and qualitative interpretations that will be undertaken.

Another important conclusion that can be taken from the whole work of data search is the impact, the 
importance, and the motives that lead certain locations on making available a group of data and not making a 
different group, such as the organized database in Brazil, the number of affected vehicles in European Union 
and the risk type in USA databases. The correct and precise answer of the motive is not possible to be given 
but can be raised some possible explanations, ranging from the simple option of not grouping that certain 
data (or inserting it indirectly into another column) to cultural non-disclosure since it is not common, or it is 
not requested by the public.

For this paper, 12,466 recalls were analyzed among the three locations, and more than 10 versions of the 
models of interest were built, to get the right and reliable numbers and coefficients, the databases of the regions 
went through 3 versions each of extra manual treatments for a more intuitive consumption by the authors in 
the out-of-code environment.

Finally, it is worth mentioning the duality of the explanations in this paper, which tried to be elucidating for 
the novice reader who does not know machine learning methods, while trying to be challenging to an expert 
in the subject that seeks to learn about the application of the traditional methods in different areas, such as 
employees of the manufacturers themselves and the automotive market in general who seeks inspiration for a 
better interpretation and understanding of the impact of the automotive recalls.

The last conclusion to be drawn from the work is the relevance and magnitude that automotive recalls are 
taking on in civil society. This fact can be obtained in several ways. In this paper, for example, we have got 
involuntarily from the three paths, clearly visible on the main three plotted to scatter diagrams. The difference, 
however, both for the academic community and for the manufacturers, lies in the applied techniques and 
differentiated perception methods. The perception and recognition of the problem of the increase in the number 
of recalls, the number of vehicles, affected, and the frequency of high-impact recalls become valuable insofar 
as they naturally stand out since the applied technique and the arduous construction make the understanding 
intuitive. An alert of attention, about the magnitude and the real impact of automotive recalls, can be done to 
the extent that a machine, through mathematical statistical techniques, shows and makes the problem clear, 
without bias, misunderstanding, or other pitfalls.
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